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The majority of machine learning (ML) experiments in libraries stem from a simple
reality: human time, attention, and labor will always be severely limited in
proportion to the enormous collections we might wish to describe and catalog. ML
methods are proposed as tools for enriching collections, making them more useable
for scholars, students, and the general public. ML is posited as an aide to
discoverability and serendipity amidst informational abundance. We might imagine,
for example, patrons browsing automatically-derived topics of interest across a
digital library comprising thousands or millions of texts—more texts, certainly,
than typical constraints on labor or expertise would allow us to imagine labelling
manually.

Ryan Cordell, "Machine Learning + Libraries" (2020)



How can the reliability of ML data and metadata be assessed, and how can
probabilistic information be integrated with human-created information, or
integrated into systems designed around hand-assigned categories, tags,
summaries, and so forth? To phrase this central question in another way, the ML
and libraries field must develop means to bridge a world that prioritizes expert data
and metadata, created slowly, and a set of methods that generate useful but flawed
data and metadata, more quickly and at a larger scale [...] ML derived data will
likely never meet the gold standard for reliability, but could nonetheless enhance
discoverability in some of the ways researchers have promised for decades.

Ryan Cordell, "Machine Learning + Libraries" (2020)



5.4.2. Pilot Integrated Interfaces for Communicating ML-Derived Data

As I describe in 4.5, much of the literature in ML and libraries is composed in the “perpetual future
tense.” Projects are framed in terms of the discoveries they will spark by allowing users to browse
or search library data in new ways. The applications outlined in Section 3 of this report exemplify
this perpetual future tense. The many activities outlined under the heading of “discoverability” in
3.2— e.g. clustering, classification, metadata exaction—do not become really valuable until users
can make use of them to explore. Currently there is a stark divide between most collections and the
outputs of the research those collections enable, but this divide could be bridged as ML data is used
to directly enrich collections. Projects such as “National Neighbors”!>? and “Neural Neighbors”!®"
suggest what ML-integrated interfaces might look like, and the ways they might enable researchers,
students, and other users to interact with collections in new ways, but even these interfaces do not
directly tie into library catalog systems.

[ strongly recommend that libraries strive not for polish in these interfaces, but instead for explicit
communication of ML processes and decisions. In our interview, Benjamin Lee identified human-
computer interaction (HCI) as one of the most fruitful areas for collaboration between libraries and
computer scientists around machine learning. From the perspective of HCI, he argued, a researcher

should not wait for the data to be perfect, but instead present it as a pilot or prototype, learn from
users, and refine from there.'® Where computer scientists bring expertise in ML methods, libraries
understand information literacy and can help construct interfaces that communicate ML data to a
wide range of prospective users.

ML-integrated interfaces should report, for instance, the confidence scores for relationships, an-
notations, or other metadata determined through an ML algorithm, and seek to make users more
aware of the probabilistic basis of this data. The aim of such reporting is not simply to cast doubt—
though skepticism is healthy in this domain—but to make presentations of ML data opportunities
for cultivating literacy for ML and probabilistic methods. Helping users understand the confidence
rating behind a particular label or category helps contextualize any claims they might make. A sense
of ML's limitations could, perhaps counterintuitively, serve to increase overall confidence in ML,
because its claims will be understood as contextual and relational rather than totalizing. Through
the cultivation of explaining, ML-integrated interfaces, the library will help meet the educational
goals I outline in 5.5.1 below, centering its engagements with ML through pedagogy and outreach.
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Keyword search is ungenerous: it demands a query, discourages exploration, and
withholds more than it provides. This paper argues instead for generous interfaces
that better match both the ethos of collecting institutions, and the opportunities of
the contemporary web. Generous interfaces provide rich, navigable representations
of large digital collections; they invite exploration and support browsing, using
overviews to establish context and maintain orientation while revealing detail at
multiple scales. Generous interfaces use multiple, fragmentary representations to
reveal the complexity and diversity of cultural collections, and to privilege the
process of interpretation. While they draw on techniques and models established in
information retrieval and visualisation, generous interfaces emphasise process,
pleasure and thoughtful engagement rather than the functional satisfaction of an
information need.

Michael Whitelaw, "Generous Interfaces for Digital Cultural Collections" (2015)



Are we designing libraries that activate imaginations—both their users’
imaginations and those of the expert practitioners who craft and maintain them?
Are we designing libraries emancipated from what I’ll shortly demonstrate is
often experienced as an externally-imposed, linear and fatalistic conception of
time? Are we at least designing libraries that dare to try, despite the
fundamental paradox of the Anthropocene era we live in—which asks us to hold
unpredictability and planetary-scale inevitability simultaneously in mind? How
can we design digital libraries that admit alternate futures—that recognize that
people require the freedom to construct their own, independent philosophical
infrastructure, to escape time’s arrow and subvert, if they wish, the
unidirectional and neoliberal temporal constructs that have so often been tools
of injustice?

Bethany Nowviskie, "Speculative Collections” (2016)
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Try these neural network-generated recipes at
your own risKk.

Stuck in a rut in the kitchen? Tired of preparing sandwiches the same old way?
Machine learning can help!

| trained a neural network on over 30,000 examples of cookbook recipes, and it
learned to produce new recipes of its own. You can learn more about the training
process, and watch it learn to generate new recipes here.

They aren’t good recipes, though. In fact, almost all of them are terrible. | made one of
them once, and now | still cringe at the faintest whiff of horseradish. SuperDeluxe
made another of them, but at least they are professionals and were wise enough not to
eat any.

Here for your entertainment | give you several more recipes the neural network has
generated, with the caveat that if you should try to prepare or, god forbid, actually
consume one of these, | am absolutely not responsible for the consequences.

Small Sandwiches
dish, chili, lemon, salads, seafood

Y2 cup shortening

1 cup snhow peas and cut into 4 inch cubes
1 1inch

15 0z peach halves,remaining posting

1 salad dressing

Y2 cup barley

2 large bones sliced chicken salmon:

https://aiweirdness.com/
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|[R]ecent scholarship has warned that much of this technical work treats
problematic features of the status quo as fixed, and fails to address deeper patterns
of injustice and inequality. While acknowledging these critiques, we posit that
computational research has valuable roles to play in addressing social problems —
roles whose value can be recognized even from a perspective that aspires toward
fundamental social change...Computing research can serve as a diagnostic, helping
us to understand and measure social problems with precision and clarity. As a
formalizer, computing shapes how social problems are explicitly defined—changing
how those problems, and possible responses to them, are understood. Computing
serves as rebuttal when it illuminates the boundaries of what is possible through

technical means. And computing acts as synecdoche when it makes long-standing
social problems newly salient in the public eye.

Rediet Abebe, Solon Barocas, Jon Kleinberg, Karen Levy, Manish Raghavan, and
David G. Robinson, "Roles for Computing in Social Change" (2020)



As disciplines primarily concerned with documentation collection and information
categorization, archival studies have come across many of the issues related to
consent, privacy, power imbalance, and representation among other concerns that
the ML community is now starting to discuss. While ML research has been
conducted using various benchmarks without questioning the biases in datasets,
motives associated with the institutions collecting them, and how these traits
shape downstream tasks, archives have...institutional and procedural structures in
place that regulate data collection, annotation, and preservation that ML can draw
from.

Eun Seo Jo and Timnit Gebru, "Lessons from Archives: Strategies for Collecting
Sociocultural Data in Machine Learning" (2019)



Jonathan Fitzgerald, English PhD
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